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1. INTRODUCTION

VLSI technology scaling has been the driver of the semiconductor industry for decades. However, in recent years, technology scaling has introduced increasingly significant parametric variations from the manufacturing process and at the system runtime, which result in subtle signal propagation delay variations at each component, and possibly significant accumulated performance variation at the system level [Alam 2008;
This has created an unprecedented reliability challenge, as traditional synchronous VLSI design requires that all computation in a logic stage complete in a single clock cycle. As a result, cutting-edge VLSI systems are subject to degraded reliability (with an increasing timing error rate) and design quality (in terms of area and power consumption).

A number of adaptive or resilient techniques have been proposed for VLSI design in the presence of performance variability for timing error resilience, average performance improvement, and power consumption reduction. For example, “better-than-worst-case” design allows the critical path delay of a combinational logic network to exceed the clock cycle time, [Austin et al. 2005; Austin et al. 2004; Blaauw et al. 2008; Bowman et al. 2008; Bowman et al. 2011; Das et al. 2006; Das et al. 2009; Ernst et al. 2003; Ernst et al. 2004; Fojtik et al. 2012; Kondo et al. 1997], while logic correctness is still guaranteed as long as all timing errors are identified. An identified timing error can be corrected by by computation replay e.g. at an elevated supply voltage or reduced clock frequency [Blaauw et al. 2008; Bowman et al. 2011; Das et al. 2009], or by local stalling allowing a slow logic computation to complete in two clock cycles [Fojtik et al. 2012]. Such a variable-latency VLSI design provides relaxed timing constraints and enables further improvements in average performance, area and power consumption optimization.

A critical problem is timing error identification, which can be achieved by detection techniques which check logic outputs such as in Razor logic [Austin et al. 2005; Austin et al. 2004; Blaauw et al. 2008; Das et al. 2006; Das et al. 2009; Ernst et al. 2003; Ernst et al. 2004; Fojtik et al. 2012] or prediction techniques based on logic inputs such as in a telescopic unit [neres et al. 2009; Benini et al. 1998; Benini et al. 1999; Su et al. 2011]. Timing error detection has certain performance cost as it is performed after logic completion. The existing timing error prediction-based variable-latency design techniques have only been applied to small benchmark circuits such as ISCAS’89 and SIS [neres et al. 2009; Benini et al. 1998; Benini et al. 1999; Su et al. 2011].

Our contributions in this paper are as follows.

1. We present a generic variable-latency design paradigm including a minimum prediction logic network, a small FSM which resets the timing error signal in the subsequent clock cycle once it rises, and a clock gate.
2. We present an approximate timing error logic construction algorithm considering timing-critical path side input signal probabilities for minimum mis-prediction rate at minimum cost.
3. We present a cross-layer statistical analysis methodology based on behavior/architecture-level simulation and gate-level signal probability-based statistical timing analysis (SPSTA) [Liu 2008].
4. Our experiments show that the proposed variable-latency design methodology in average reduces the computation latency by 26.80%(14.65%) at the cost of 0.08%(3.4%) area and 0.4%(2.2%) energy consumption increase for the interger (floating point) unit of an open source SPARC V8 processor LEON2 synthesized with a clock cycle time between 1.97ns(3.49ns) and 5.96ns(13.74ns) based on the 45nm Nangate open cell library; while an automotive application-specific design further achieves an average latency reduction of 41.8%.

The rest of this paper is organized as follows. We briefly review the nanoscale VLSI design reliability challenge and the existing resilient VLSI design techniques in Section 2. We propose our cross-layer variable-latency design methodology in Section 3, and present our experimental results in Section 4. We conclude in Section 5.
2. BACKGROUND

2.1. Nanoscale VLSI Design Challenge

Nanoscale VLSI systems are subject to increasingly prevalent manufacturing defects, process variations, and system runtime parametric variations such as on-chip temperature, power supply voltage, the aging effects, and uncertainties such as radiation and cosmos ray strikes. Catastrophic manufacturing defects lead to permanent faults. System runtime uncertainties may create soft errors. More subtle process variations and system runtime parametric variations lead to system performance variation, which may accumulate and result in timing errors. Parametric variations may also degrade reliability and reduce system lifetime [Alam 2008; Benini and Micheli 2004; Borkar 2005; Ghosh and Roy 2010; West and Harris 2011].

Such parametric variations cannot be reduced below certain levels due to the uncertainty principle in quantum physics, which dominates at nanometer scale. As a result, improvement in manufacturing technology cannot solve the problem alone, and design techniques are necessary to achieve reliable nanoscale VLSI systems. Of particular interest are timing errors resulted from performance variations, which have become a common problem in recent technology nodes. As technology scales, the average performance improves, while the performance variation increases. The traditional guardbanding-based synchronous design methodology requires a smaller worst cost critical path delay in a combinational logic network than the clock cycle time, which is increasingly pessimistic, leading to an increasing performance cost without logic correctness guarantee.

2.2. Resilient VLSI Design Techniques

Asynchronous design achieves timing error resilience and performance scaling [Furber and Day 1996; Muller and Bartky 1959; Singh and Nowick 2007; Sutherland 1989]. However, lack of design automation tools prevents its practical use [Hauck 1995; Sparso and Furber 137]. Alternatively, variable-latency design is a relatively simple synchronous design paradigm wherein logic computation is allowed to complete in a flexible number of clock cycles based on a timing error signal. This allows a clock cycle time to be less than the worst case signal propagation path delay in a combinational logic network, i.e., achieving a better-than-worst-case design. With a tiny probability of timing error occurrence, variable-latency design further achieves average performance or throughput improvement.

A variable-latency design may include a logically-incomplete or fast approximate logic network besides a complete or slow exact logic network, and a multiplexer which selects one of the two logic networks based on a timing error signal [Kondo et al. 1997; Lu 2004]. Or, a logically-complete logic network can be simply over-clocked (operate under a higher clock frequency than allowed by the critical path delay), forming a temporally-incomplete logic network, which logic correctness is guaranteed by clock gating based on a timing error signal [Kelly and Phillips 2005; Liu et al. 2012]. Based on a timing error signal, a microprocessor may flush its instruction pipeline and rerun the computation at an elevated power supply voltage [Blaauw et al. 2008; Das et al. 2009] or a reduced clock frequency [Bowman et al. 2011]. Or, a timing error signal can be included in pipeline control logic [Fojtik et al. 2012].

A critical problem is to generate a timing error signal. This problem can be reduced to the problem of generating a logic computation completion signal in asynchronous design. The logic computation completion signal needs to be generated as soon as possible after the logic computation is complete, while in generating a timing error signal one only needs to make a binary decision on if the current logic computation leads to...
a timing error, and the timing error signal needs to be generated within the current clock cycle.1

The existing logic computation completion signal generation techniques in asynchronous design can be leveraged for generating a timing error signal in variable-latency design, which is however too costly. Except for certain specific arithmetic components, logic computation completion is detected in asynchronous circuits by encoding the logic outputs in a delay-insensitive code [Bose and Rao 1982; Jha and Wang 1993; Verhoeff 1988] such as \( m \)-hot code or dual-rail code, constructing a logic network which allows only unidirectional (e.g., rising) signal transition (as in Domino logic), and checking if the logic outputs a legal codeword [Mago 1973]. This leads to more than double gate count [Liu et al. 2012].

A timing error can be detected more cost-efficiently based on time domain redundancy. In Razor logic [Austin et al. 2005; Austin et al. 2004; Blaauw et al. 2008; Das et al. 2006; Das et al. 2009; Ernst et al. 2003; Ernst et al. 2004; Fojtik et al. 2012] and Intel Error Detecting Sequential (EDS) design [Bowman et al. 2008; Bowman et al. 2011], logic outputs are sampled at two different time spots for each clock cycle by a flip-flop and a latch respectively. Any mismatch between the flip-flop and latch signals indicates a timing error. This however comes with a performance cost because no signal transition is allowed in the error detection timing window.

While timing error detection is based on checking the combinational logic outputs, timing error prediction is based on the combinational logic inputs [Benini et al. 1998; Benini et al. 1999; Su et al. 2011]. For cost, part of the existing logic network may be reused, i.e., timing error prediction can be based on signals at some internal nodes in an existing logic network (which is alternatively called timing error detection in [neres et al. 2009]).

For example, in a ripple-carry adder, the carry propagation chain is the timing critical path. The number of bits that carry propagation crosses determines the computation latency, which is based on the inputs. For each bit \( i \) of the input operands \( a \) and \( b \), the carry propagation signal is given by \( p_i = a_i + b_i \), while the carry generation signal is given by \( g_i = a_i \cdot b_i \). A carry signal propagates across \( k \) bits if \( g_i \cdot p_{i+1} \cdots p_{i+k} = 1 \). A variable-latency adder may include a fast and incomplete adder including only carry chains of a length no more than \( k \), and a slow and complete adder, with a predictor selecting one of the two adders [Kondo et al. 1997; Lu 2004]. There is only a tiny probability to select the slow and complete adder, which leads to improved average performance. This variable-latency logic design technique can be extended to other arithmetic units such as multipliers [Olivieri 2001], and random logic blocks [Ghosh et al. 2006; 2007].

CRISTA is a generic variable-latency VLSI design methodology, which includes three steps as follows [Ghosh et al. 2006; 2007]:

1. Recursively apply Shannon expansion
   \[
   f(x_1, \ldots, x_i, \ldots, x_n) = x_i \cdot f(x_1, \ldots, x_i = 1, \ldots, x_n) + \bar{x}_i \cdot f(x_1, \ldots, x_i = 0, \ldots, x_n)
   \]
   and partition the combinational logic network into a timing-critical sub-network and other non-timing-critical sub-networks whose outputs are joined by multiplexers (Fig. 1). A typical CRISTA implementation has \( n = 4 \) selected input variables,

---

1 Because a flip-flop can be in a metastable state, the problem of generating a timing error signal especially timing error detection may not be cleanly Boolean.
and partitions a combinational logic network into $2^4 = 16$ sub-networks. Assuming 50% signal (logic one occurrence) probability for the logic inputs and $2^4 = 16$ sub-networks, the critical sub-network which contains the timing critical path has an activation probability of $2^{-4} = 6.25\%$.

(2) Optimize the combinational logic blocks by gate sizing.

(3) Scale down the power supply voltage and the clock cycle time while meeting a given timing yield requirement. Logic computation in the critical sub-network completes in two clock cycles, while logic computation in the other sub-circuits completes in one clock cycle.

In variable-latency design by function speculation [Neres et al. 2009], timing error detection is based on selecting internal nodes (as speculation points) in a logic network which cut all timing-critical paths, and comparing their logic values with their respective approximate logic values. For cost, the approximate logic networks are achieved by reusing part of the existing logic network, i.e., some of the existing internal nodes are selected for approximate logic. This is similar to generalized bypass transform [McGeer et al. 1991] or generalized select transform [Berman et al. 1990], wherein a multiplexer selects between a fast signal and a slow signal based on a select logic, with the fast signal coming from part of the existing logic network.

An approximate logic network of a minimal mis-prediction rate for a speculation point may not be present in an existing logic network. An alternative timing error prediction method is (to construct a “hold logic function” for a “telescopic unit”) based on the critical path sensitization condition, i.e., the side inputs need to take their respective non-controlling logic values [Benini et al. 1999]. Benini et al. show that constructing the exact hold logic is NP-complete (as it is equivalent to path sensitization), and present algorithms for constructing approximate hold logic of zero false negative mis-prediction rate. Benini et al. further present heuristic algorithms which select a subset of the critical path side inputs from the critical gates which form the minimum cut of the given timing-critical paths [Benini et al. 1999]. Su et al. presented an exact hold logic recursive formula for netlists including overlapping critical paths, and propose to construct an approximate hold logic module by omitting the hold logic components of which the probability of assertion exceeds a certain threshold [Su et al. 2011]

3. VARIABLE-LATENCY VLSI DESIGN

We formulate the variable-latency VLSI design problem as follows.
**PROBLEM 1 (VARIABLE-LATENCY VLSI DESIGN).** Given a traditional synchronous system operating under a clock frequency, construct a synchronous system under a higher clock frequency achieving the same computation output in a given time frame, while allowing the logic computations in a logic stage to complete in a flexible number of clock cycles, such that the average performance is maximized or the area/power consumption is minimized for a given average performance requirement.

We propose a generic minimum-intrusion variable-latency VLSI design paradigm, a signal probability-based approximate prediction logic construction method for minimum mis-prediction rate at minimum cost, and an application-specific cross-layer analysis methodology as follows.

### 3.1. Minimum-Intrusion Variable-Latency Design Paradigm

For a given gate-level netlist $f$, we achieve minimum-intrusion variable-latency design by constructing a logic computation completion prediction unit and a clock gating mechanism (Fig. 2). In normal operation, the prediction logic $p$ outputs logic one, drives the $en$ signal to logic one, and enables the clock signal to reach the D flip-flops. For any slow logic computation which requires more than one clock cycle, the prediction logic $p$ outputs logic zero, drives the $en$ signal to logic zero, and blocks the clock signal from reaching the D flip-flops. In the next clock cycle, the inverting D flip-flop and the OR gate restore the $en$ signal to logic one, such that the slow logic computation takes two clock cycles, and the circuit restores to normal operation. The latch and the AND gate form a clock gate, such that an updated $en$ signal takes effect in the next clock cycle, and the output $gclk$ signal has a fixed (e.g., 50%) duty cycle.

This variable-latency design paradigm (Fig. 2) allows logic computation in a logic stage to complete in one or two clock cycles. To allow logic computation in a logic stage to complete in $n > 2$ clock cycles, the OR gate and the flip-flop in Fig. 2 need to be replaced by a FSM which returns to output one in $n$ cycles after $p$ falls.
We predict a timing error occurrence in the current clock cycle and apply global clock gating before the next clock cycle, such that no timing error occurs and no data is corrupt (e.g., the inputs of a slow logic computation hold till the slow logic computation completes). In comparison, Razor and Intel EDS designs detect a timing error in the next clock cycle and recover the timing error by moving back to a previous state, e.g., by computation replay [Blaauw et al. 2008; Das et al. 2009; Bowman et al. 2011], or holding the previous state in a latch-based design [Fojtik et al. 2012]. For further performance improvement, the prediction logic module can be integrated into a pipeline control logic module.

We construct the prediction logic $p$ as follows. For a given set of critical paths, we predict activation of any of them based on the critical path side inputs. Given a critical path, for each gate in the critical path, other than the on-path gate input, the other gate inputs are off-path and are called side inputs. For a signal to propagate through a path, the side inputs need to take the non-controlling logic value of the gate, e.g., logic one for an AND gate or logic zero for an OR gate. For multiple critical paths, the prediction logic $p$ outputs logic zero if any of the critical paths is activated (Fig. 3).

$$p = 0 \text{ if } \bigvee_{\pi_j \in \Pi_c} \bigwedge_{s_i \in S(g_i)} s_i = ncv(g_i)$$

where $\pi_j \in \Pi_c$ is a timing critical path, $g_i \in \pi_j$ is a gate in path $\pi_j$, $s_i \in S(g_i)$ is an off-path (side) input of gate $g_i$, and $ncv(g_i)$ is the non-controlling logic value of gate $g_i$.

Note that we have $if$ instead of $iff$ (if and only if) in (2). We do not need to take all critical path side inputs for the prediction logic $p$. We only need to take at least one side input for each critical path. Taking a subset of the critical path side inputs gives an approximation prediction logic. An approximation prediction logic needs to identify all the given timing critical paths (giving a zero false negative mis-prediction rate) such that the function correctness is guaranteed for all computations, while allowing some non-critical paths be identified as critical paths (giving a non-zero false positive mis-prediction rate) leading to sub-optimal performance. Taking a few critical path side inputs for prediction logic meets these requirements.

The advantages of this design paradigm include: (1) we apply minimum intrusion to an existing gate-level netlist, and (2) we achieve minimum cost increase by reusing the existing logic.

For correctness of this design paradigm, let us take a closer look at signal propagation across a logic gate. Take as an example an two-input AND gate with an on-path input $a$ and an off-path side input $b$. When $a$ rises (transits from a controlling to a non-controlling logic value):

1. If $b$ is 0 (controlling logic value), the path through $a$ is not enabled, which $p$ correctly predicts.
2. If $b$ is 1 (non-controlling logic value), the path through $a$ is enabled, which $p$ correctly predicts.
3. If $b$ rises (transits from a controlling to a non-controlling logic value) before $a$ rises, the path through $a$ is enabled, which $p$ correctly predicts.
4. If $b$ rises after $a$ rises, the path through $a$ is not enabled, while another path through $b$ is more timing-critical and needs to be included in the set of timing-critical paths, and $p$ can correctly predict the path through $b$ based on $a$ taking a non-controlling logic value.
5. If $b$ falls (transits from a non-controlling to a controlling logic value) before $a$ rises, the gate output remains logic zero, no path is enabled across the gate, which $p$ correctly predicts.
(6) If \( b \) falls after \( a \) rises, there is a glitch at the gate output which may propagate through the path. When we reduce the clock cycle time in variable-latency design, such a glitch may be in the logic outputs. The prediction logic \( p \) predicts such a glitch by including the path through \( b \) in the set of critical paths, and predicting activation of the path through \( b \) based on \( a \) taking a non-controlling logic value.

There is further a timing requirement for the prediction logic. The prediction logic needs to drive the \( en \) signal to logic zero allowing a setup time for the latch before the clock signal rises. This timing requirement can be easily met by selecting critical path side inputs which are closer to the logic inputs with a simple prediction logic \( p \).

### 3.2. Prediction Logic Construction Methodology

Given a traditional synchronous system operating with a clock cycle time \( T_{CC} \), a variable-latency system operates with a reduced clock cycle time \( T'_{CC} \) and a clock gating probability \( P_0(p) = Pr(p = 0) \). For a computation which takes \( n \) clock cycles in the traditional synchronous system, running in a variable-latency system takes \( n(1 + P_0(p)) \) clock cycles. The latency reduction is given by

\[
\frac{T'}{T} = \frac{n(1 + P_0(p))T_{CC}}{nT_{CC}} = \frac{T'_{CC}}{T_{CC}}(1 + P_0(p)) \tag{3}
\]

By timing analysis, we achieve a ranked list of timing-critical paths. For each timing-critical path \( \pi_j \), we select a subset \( S'(\pi_j) \subseteq S(\pi_j) \) of the side inputs as the inputs of a prediction logic \( p_j \), where \( p = \bigwedge_j p_j \). The prediction logic \( p_j \) outputs zero if all the selected side inputs \( s_i \in S'(\pi_j) \) take their respective non-controlling logic values \( ncv(g_i) \), where \( s_i \) is an off-path input of gate \( g_i \).

\[
P_0(p_j) = Pr(p_j = 0) = Pr\left( \bigwedge_{s_i \in S'(\pi_j)} s_i = ncv(g_i) \right) \tag{4}
\]
ALGORITHM 1: Prediction Logic Construction

**Input:** gate-level netlist $G$, clock cycle time $T_{CC}$, timing-critical paths $\Pi_{c}$, signal probabilities, cost limit $C$

**Output:** prediction logic $p$ for a variable-latency design of average latency $T$ within cost limit $C$

1. $p = \emptyset$, $T = T_{CC}$
2. foreach (critical path $\pi_j \in \Pi_{c}$) in descending order of $D(\pi_j)$ {
   3. $T_{CC} = D(\pi_{j+1})$
   4. foreach (side input $s_i \in S(\pi_j)$) in ascending order of $P_{ncv}(s_i)$ {
      5. construct prediction logic $p'$ including $s_i$ by (2)
      6. if ($C(p') > C$) return $p$
      7. calculate $P_0(p')$ by (5) and $T' = T_{CC}(1 + P_0(p'))$
      8. if ($T' < T$) break
   }
3. update prediction logic $p = p'$, $T = T'$

Assuming stochastic independence between the side inputs,\(^2\) the above equation is simplified as

$$P_0(p_j) = \prod_{s_i \in S'(\pi_j)} \Pr(s_i = ncv(g_i)) = \prod_{s_i \in S'(\pi_j)} P_{ncv}(s_i)$$  \hspace{1cm} (5)$$

while the activation probability for path $\pi_j$ is given by

$$\Pr(\pi_j) = \prod_{s_i \in S(\pi_j)} P_{ncv}(s_i)$$  \hspace{1cm} (6)$$

Clearly, we have

$$P_0(p_j) \geq \Pr(\pi_j)$$  \hspace{1cm} (7)$$

since we have zero false negative and allow false positives. To closely approximate $\Pr(\pi_j)$ by $P_0(p_j)$, we select the side inputs of minimum probability to take their respective non-controlling logic values.

We further develop an algorithm for selecting side inputs and constructing prediction logic at minimum cost as follows. Given a ranked list of timing-critical path, at each step, we have the choice of improving the runtime speedup based on Eqn. 3 by (1) reducing the clock cycle time $T_{CC}$ by selecting a side input of the next timing-critical path, or (2) reducing the clock gating occurrence probability $P_0(p)$ by selecting another side input of the current timing-critical path or one of the processed timing-critical paths. In a greedy algorithm, we compare these choices and select the side input that gives the maximum runtime speedup improvement at each step. However, there are circumstances that we can only improve the runtime speedup by including multiple side inputs in a critical path (because including any single side input would make $P_0(p)$ too large). An improved algorithm (Algorithm 1) is as follows. If by selecting a side input in the current critical path, we improve the runtime speedup, we proceed to the next critical path. Otherwise, we continue to select more side inputs in the current critical path for a smaller $P_0(p)$, until we improve the runtime speedup or we reach the cost limit.

\(^2\)More accurate signal probability analysis techniques considering signal correlations can be found, e.g., in [Liu 2008].
3.3. Application-Specific Cross-Layer Analysis

A couple of methodologies are available for timing-critical paths and their side input signal probabilities, including simulation, STA, SSTA and signal switching analysis as in power estimation.

For accuracy, we obtain signal probabilities by simulation, as signal probabilities strongly depend on workload. Different workloads lead to different signal probabilities and potentially different variable-latency designs. Subsequently, variable-latency design is application-specific and best applied to systems of a few specific application programs such as automotive electronics or embedded systems as part of Internet of Things. For a general-purpose system, we may construct a variable-latency system based on the average workload, which may not be the optimal design for any specific application program.

For efficiency, we run simulation only at architecture/behavior level for given workload and collect signal probabilities at sequential elements and primary inputs. At gate level, we apply signal probability-based statistical methods for timing-critical path delays, activation probabilities, and side input signal probabilities.

We have developed a combined statistical timing analysis and signal probability analysis method namely signal probability-based statistical timing analysis (SPSTA) [Liu 2008].

SPSTA leverages the signal probability analysis techniques in VLSI power estimation [Najm 1993]. For example, for an AND gate, its output signal logic one occurrence probability is given by the product of the signal logic one occurrence probabilities at the gate inputs; for an OR gate, its output signal logic zero occurrence probability is given by the product of the signal logic zero occurrence probabilities at the gate inputs. Given signal probabilities at the logic inputs, signal probability analysis calculates signal probabilities for all the nodes in a gate-level netlist with a runtime complexity linear to the size of the netlist. I.e., the toggling rate $\rho(y)$ of a signal at the output of a simple logic gate is given by

$$\rho(y) = \sum_i \prod_{j \neq i} P_{nc}(x_j) \rho(x_i) \quad (8)$$

where $P_{nc}(x_j) = \Pr(x_j = v_{nc}(x_j))$ is the probability for a side input $x_j$ to take its non-controlling logic value $v_{nc}(x_j)$. SPSTA extends the signal toggling rate in power estimation to a signal transition occurrence probability (top) function in the time domain. The time domain integral (area under the curve) of a top function is the signal toggling rate. The extremes of a top function gives the minimum and the maximum signal arrival times, respectively. A top function is computed as follows similar to a toggling rate.

$$\phi(y) = \sum_i \prod_{j \neq i} P_{nc}(x_j) \phi(x_i) \quad (9)$$

Compared with traditional STA and SSTA techniques, SPSTA gives not only timing-critical path delays but also their activation probabilities. In particular, SPSTA excludes false paths (which have zero activation probabilities) by integrating some of the existing ATPG techniques such as backtracing and justification, which find any logic conflict in assigning side inputs to their respective non-controlling logic values.

Further, SPSTA finds timing-critical signal propagation networks besides timing-critical paths. A timing-critical signal propagation network includes multiple converging signal propagation paths. This is because in the presence of performance variabilities, the maximum of multiple input signal arrival times gives the worst case signal arrival time at the output of a gate. For example, for an AND gate, two rising input
signals give a larger or equal signal arrival time at the gate output compared with any single rising input signal, while two falling input signals give a smaller or equal signal arrival time at the output of the AND gate compared with any single falling input signal.

4. EXPERIMENTS

In this section, we present our experimental results in evaluating the proposed minimum-intrusion predictive variable-latency VLSI design methodology.

4.1. Experimental Setup

We run behavioral level simulation of the design using VCS and C language programs and generate SAIF file. We later calculate input signal activation probabilities from signal switching activity and toggling rates listed in SAIF file. In application specific system design in which the targeted design would operate on a set of determined programs, running VCS on such programs would be sufficient. However in case of a general-purpose system a set of benchmark programs characterizing a workload of a such system can be used (e.g. SPEC). Alternatively as the embedded application domain becomes the fastest expanding market segment in the semiconductor industry, a number of benchmarks has been developed which characterize embedded systems workloads. For this purpose we make use of freely available SPEC MiBench benchmark [Guthaus et al. 2001]. MiBench contains an Automotive and Industrial Control category of programs that characterize typical automotive processes of applications such as air bag controllers, engine performance monitors and sensor systems. From Automotive and Industrial Control category we use basicmath, bitcount and stringsearch benchmarks. Since networking is becoming more vital as the number of MCUs increase in automotive, we consider dijkstra benchmark from Network category as well. In cases that cross-layer system optimization is not pursued random input signal activation probabilities can be take to account and this step can be completely disregarded.

Because we still need to bound the worst case critical path delay in this predictive variable-latency design methodology, we simplify SPSTA by removing any gate delay variation, such that each gate has a fixed minimum/maximum delay based on the fast/slow cell library. We run Synopsys PrimeTime and generate a SDF file. SPSTA reads in the SDF file and a Verilog gate-level netlist. We have verified that our modified SPSTA program outputs the same critical path delays as PrimeTime.

4.2. Test Cases, Results and Observations

Our first test case is the integer unit of an open source 32-bit SPARC V8 processor LEON2 [Gaisler ], which includes a simple 5-stage instruction pipeline for fetch, decoder, execute, memory and write back without a multiplier or divider. The integer unit circuit consists of approximately 10000 gates. We first perform timing-driven logic synthesis by running Synopsys Design Compiler based on the Nangate 45nm open cell library [Silicon Integration Initiative (SI2) ] and achieve a gate-level netlist for a given clock cycle time. We then apply our predictive variable-latency design methodology. We have developed a modified SPSTA program for timing analysis and signal probability analysis. We have verified that our modified SPSTA program reports the same critical path delays as PrimeTime. We have also verified that our modified SPSTA program and VCS logic simulation report the same clock gating probability for variable-latency designs. We run our modified SPSTA program and print out the critical path delays, their activation probabilities and their side input non-controlling value signal probabilities for random inputs. For each critical path we find a side input of minimum non-controlling value signal probability, and calculate an estimated variable-latency design.
average latency (Algorithm 1). For example, for each of the first 97 critical paths in a LEON2 integer unit gate-level netlist synthesized by Synopsys Design Compiler with a 3.0 ns clock cycle time, Fig. 4 gives the delay and the average latency $T_{CC}'((1 + P_0(p)))$ of a predictive variable-latency design estimated based on the minimum side input non-controlling value signal probabilities. Average latency values on the plot are calculated for the critical paths being predicted up to that critical path delay. The minimum average latency is achieved by predicting the first 14 critical paths.

We achieve an application-specific predictive variable-latency design in addition to a generic predictive variable-latency design for each of the 9 LEON2 integer unit gate-level netlists synthesized by Synopsys Design Compiler with a clock cycle time between 1.98 ns and 5.96 ns. We use random input signal activation probabilities for the generic design. For application-specific design we use average input signal probabilities calculated from architecture/behavior level simulation over basicmath, bitcount, stringsearch and dijkstra benchmarks [Guthaus et al. 2001]. Fig. 5, Table I and Table II compare these Synopsys Design Compiler logic synthesis results with their corresponding variable-latency design improvements in terms of area, average latency and energy consumption. The average latency is the maximum true path delay $D_{idd}$ in a traditional timing-driven design, or the maximum delay $D_{idd}$ of all the true paths excluding the predicted paths in a variable-latency design which is further affected by the clock gating probability $P_{clkgating}$. The energy consumption is the power consumption times the clock cycle time.

We observe that the proposed predictive variable-latency design methodology provides a much superior area vs. performance trade-off curve compared with Synopsys Design Compiler timing-driven logic synthesis. While Synopsys Design Compiler timing-driven logic synthesis achieves a minimum average latency of 3.37 ns, predictive variable-latency design further reduces it to 2.07 ns or by 38.58%. In average, our proposed predictive variable-latency design reduces the average latency by 26.80% at the cost of 0.08% area and 0.4% energy consumption increase for the LEON2 processor integer unit with a clock cycle time between 1.98 ns and 5.96 ns. When statistical cross-layer optimization for an automotive electronic embedded system design is applied.
improvement in average latency is 41.8%. The prediction unit only requires simple logic such that it introduces minimum area and energy consumption.

Furthermore, to test how our variable latency design perform for a significantly different set of inputs, we provided very high activation probability on all the inputs (75% Stable One and 80% Rising). We gathered new average latency result of our variable latency design for each of the 9 LEON2 integer unit gate-level netlists synthesized by Synopsys Design Compiler with a clock cycle time between 1.98 ns and 5.96 ns. Fig. 5 compare the Synopsys Design Compiler logic synthesis results with their corresponding variable-latency design improvements in terms of area and average latency of random input activation probability and high activation probability. Our results show 12.6% in average change in average latency. Reduction in average latency of our variable-latency design compare to time driven design using the Synopsys tools, decreases from 26.8% to 17.48%.

Our second test case is the floating point unit of an open source 32-bit SPARC V8 processor LEON2 [Gaisler], which includes a 5-stage pipeline of opcode stage, pre-normalization stage, addition/subtraction stage, post-normalization stage and rounding stage. Once again we perform timing-driven logic synthesis by running Synopsys Design Compiler based on the Nangate 45nm open cell library [Silicon Integration Initiative (SI2)] and achieve a gate-level netlist for a given clock cycle time. We then apply our predictive variable-latency design methodology. We applied our methodology based on Algorithm 1. After running our modified SPSTA program, we print out the critical path delays, their activation probabilities and their side input non-controlling value signal probabilities for random inputs. For each critical path we find a side input of minimum non-controlling value signal probability, and calculate an estimated variable-latency design average latency to the point that no Improvement in average latency can be achieved. We start selecting more side inputs to reach minimum average latency(Algorithm 1). For example, for each of the first 95 critical paths in a LEON2 floating point unit gate-level netlist synthesized by Synopsys Design Compiler with a 12.0 ns clock cycle time, Fig. 6 depict our methodology and gives the delay and the average latency of a predictive variable-latency design estimated based on the minimum side inputs' non-controlling value signal probabilities.
Fig. 6. Critical path delay vs. estimated variable-latency design average latency for the top 95 critical paths in a LEON2 floating point unit gate-level netlist synthesized by Synopsys Design Compiler with a 12.0 ns clock cycle time.

Table I. Comparison of LEON2 integer unit gate-level netlists synthesized by Synopsys Design Compiler and their corresponding predictive variable-latency improvements in terms of area ($\mu m^2$), energy consumption ($fJ$), and average latency (ns) for random logic inputs. Also listed are the number of predicted critical paths and the clock gating probability for each variable-latency design.

<table>
<thead>
<tr>
<th>Timing-Driven Design</th>
<th>Generic Variable-Latency Design</th>
<th>Improvements</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CC</strong></td>
<td><strong>Area</strong></td>
<td><strong>Energy</strong></td>
</tr>
<tr>
<td></td>
<td>($\mu m^2$)</td>
<td>($fJ$)</td>
</tr>
<tr>
<td>3.0</td>
<td>16549.45</td>
<td>6167.4</td>
</tr>
<tr>
<td>3.1</td>
<td>16392.06</td>
<td>6105.45</td>
</tr>
<tr>
<td>3.4</td>
<td>15647.13</td>
<td>5760.62</td>
</tr>
<tr>
<td>4.0</td>
<td>14844.01</td>
<td>5587.2</td>
</tr>
<tr>
<td>4.5</td>
<td>14512.80</td>
<td>5434.65</td>
</tr>
<tr>
<td>5.0</td>
<td>14359.35</td>
<td>5393.0</td>
</tr>
<tr>
<td>5.5</td>
<td>14186.74</td>
<td>5371.57</td>
</tr>
<tr>
<td>6.0</td>
<td>14130.67</td>
<td>5310.6</td>
</tr>
<tr>
<td>6.5</td>
<td>13983.69</td>
<td>5270.98</td>
</tr>
</tbody>
</table>

Table II. Comparison of LEON2 integer unit gate-level netlists synthesized by Synopsys Design Compiler and their corresponding predictive variable-latency improvements in terms of area ($\mu m^2$), energy consumption ($fJ$), and average latency (ns) for automotive applications. Also listed are the number of predicted critical paths and the clock gating probability for each variable-latency design.

<table>
<thead>
<tr>
<th>Timing-Driven Design</th>
<th>App-Specific Variable-Latency Design</th>
<th>Improvements</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CC</strong></td>
<td><strong>Area</strong></td>
<td><strong>Energy</strong></td>
</tr>
<tr>
<td></td>
<td>($\mu m^2$)</td>
<td>($fJ$)</td>
</tr>
<tr>
<td>3.0</td>
<td>16549.45</td>
<td>6167.4</td>
</tr>
<tr>
<td>3.1</td>
<td>16392.06</td>
<td>6105.45</td>
</tr>
<tr>
<td>3.4</td>
<td>15647.13</td>
<td>5760.62</td>
</tr>
<tr>
<td>4.0</td>
<td>14844.01</td>
<td>5587.2</td>
</tr>
<tr>
<td>4.5</td>
<td>14512.80</td>
<td>5434.65</td>
</tr>
<tr>
<td>5.0</td>
<td>14359.35</td>
<td>5393.0</td>
</tr>
<tr>
<td>5.5</td>
<td>14186.74</td>
<td>5371.57</td>
</tr>
<tr>
<td>6.0</td>
<td>14130.67</td>
<td>5310.6</td>
</tr>
<tr>
<td>6.5</td>
<td>13983.69</td>
<td>5270.98</td>
</tr>
</tbody>
</table>

Fig. 7. Area vs. average latency of 13 LEON2 floating point unit gate-level netlists synthesized by Synopsys Design Compiler and their corresponding variable-latency improvements.

Table III. Comparison of LEON2 floating point unit gate-level netlists synthesized by Synopsys Design Compiler and their corresponding predictive variable-latency improvements in terms of area ($\mu m^2$), energy consumption ($fJ$), and average latency ($ns$) for random logic inputs. Also listed are the number of predicted critical paths and the clock gating probability for each variable-latency design.

<table>
<thead>
<tr>
<th>Timing-Driven Design</th>
<th>Variable-Latency Design</th>
<th>Improvements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Area ($\mu m^2$)</td>
<td>Energy ($fJ$)</td>
</tr>
<tr>
<td>4.0</td>
<td>9718.4</td>
<td>3040.2</td>
</tr>
<tr>
<td>5.0</td>
<td>8730.35</td>
<td>2818.65</td>
</tr>
<tr>
<td>6.0</td>
<td>8476.35</td>
<td>2749.38</td>
</tr>
<tr>
<td>8.0</td>
<td>8366.87</td>
<td>2610.72</td>
</tr>
<tr>
<td>9.0</td>
<td>8482.33</td>
<td>2639.88</td>
</tr>
<tr>
<td>10.0</td>
<td>8354.24</td>
<td>2663.3</td>
</tr>
<tr>
<td>12.0</td>
<td>8239.08</td>
<td>2616.6</td>
</tr>
<tr>
<td>14.0</td>
<td>8228.62</td>
<td>2620.24</td>
</tr>
<tr>
<td>14.5</td>
<td>8234.69</td>
<td>2636.1</td>
</tr>
<tr>
<td>15.0</td>
<td>8228.79</td>
<td>2619.15</td>
</tr>
<tr>
<td>15.5</td>
<td>8232.48</td>
<td>2633.91</td>
</tr>
<tr>
<td>16.0</td>
<td>8226.80</td>
<td>2617.44</td>
</tr>
<tr>
<td>16.5</td>
<td>8229.32</td>
<td>2632.08</td>
</tr>
</tbody>
</table>

We attained a predictive variable-latency design for each of the 13 LEON2 floating point unit gate-level netlists synthesized by Synopsys Design Compiler with a clock cycle time between 4.28 $ns$ and 15.6 $ns$. Fig. 7 and Table III compare these Synopsys Design Compiler logic synthesis results with their corresponding variable-latency design improvements in terms of area, average latency and energy consumption. Our variable-latency design methodology based on the Algorithm 1, in average reduces the average latency by 14.65% at the cost of 3.4% area and 2.2% energy consumption for the floating point unit with a clock cycle time between 3.49 $ns$ and 13.74 $ns$.

4.3. Further Discussion and Comparison to Existing Variable-Latency Design Techniques

Besides comparing with a mainstream logic synthesizer Synopsys Design Compiler, we compare the proposed predictive variable-latency design methodology with a few leading variable-latency design methodologies in literature as follows.
RAZOR and Intel EDS designs are timing error detection-based variable-latency design techniques. In comparison, the proposed methodology is based on timing error prediction and still requires a timing analysis method to bound the worst case timing performance under parametric variations the same as in traditional synchronous design. The proposed methodology gives some of the top critical paths two clock cycles for a signal to propagate through, thus reducing the timing error rate due to performance variability compared with traditional synchronous design. A timing margin $\Delta T$ for performance variation tolerance can be taken into account in prediction logic construction as in [Su et al. 2011]. The proposed predictive variable-latency design methodology can be extended to combine with a detective variable-latency design methodology, for example, by deploying a timing error detection element at the end of a critical path under prediction. This timing error detection signal is integrated with the timing error prediction logic, such that clock gating is applied only if (1) a critical/near-critical path $p$ is predicted to have a signal transition propagating through, and (2) at the end of the path $p$ no signal transition is detected. This combined predictive and detective variable-latency design methodology reduces mis-prediction rate without missing any timing error in prediction, thus further improves the average latency. It further improves the design reliability under performance variability in that an accurate timing analysis method giving the worst case timing performance may not be needed. This combined predictive and detective variable-latency design requires a smaller number of timing error detection elements compared with the existing detective variable-latency designs.

CRISTA is a predictive variable-latency design technique. CRISTA applies Shannon expansion for each logic network and inserts a multiplexer for each output bit which leads to significant area increase. CRISTA has a fixed 6.25% clock gating probability which affects performance improvement. For a three-stage pipeline wherein each stage is an MCNC benchmark circuit, CRISTA achieves an average of 60% power saving with 18% area overhead and 6% performance degradation [Ghosh et al. 2006; 2007].

The telescopic design methods are the state-of-the-art variable-latency design methods [Benini et al. 1998; Benini et al. 1999; Su et al. 2011]. Benini et al. proposed to construct a telescopic unit or hold logic module based on the critical path sensitization condition [Benini et al. 1999]. Benini et al. further proposed to find a minimum number of critical gates which cut all the critical paths, and construct the hold logic based on some of the critical gate side inputs [Benini et al. 1999]. Su et al. further presented an exact hold logic recursive formula for netlists including overlapping critical paths, and proposed to construct an approximate hold logic module by omitting the components of which the probability of assertion exceeds a certain threshold [Su et al. 2011]. Our proposed technique can be taken as a further improvement of these techniques. We sort the critical path side inputs by their non-controlling logic value probabilities, and construct a prediction logic based on the critical path side inputs of the minimum non-controlling logic value probabilities. We further calculate the critical path activation probabilities and side input signal probabilities by architecture-level simulation and SPSTA [Liu 2008]. SPSTA is an input-aware statistical timing analyzer which gives signal probabilities and path activation probabilities besides critical path delays. While the state-of-the-art telescopic design methods in [Benini et al. 1999] and [Su et al. 2011] achieve respectively an average performance improvement of 13.99% and 21.67% with an area overhead of 11.62% and 16.20% for the ISCAS'85 and ISCAS'89 benchmark circuits, we achieve an average performance improvement of 26.80% (14.65%) with
an area overhead of 0.08% (3.4%) for the LEON2 processor integer (floating point) unit.

We apply the proposed prediction unit construction method after logic synthesis for accurate timing analysis and a fixed group of timing-critical paths. Subsequent physical design procedures may introduce timing analysis inaccuracy or even new timing-critical paths. This can be handled by predicting a few more near-critical paths or updating the prediction logic in post-route timing optimization or engineer-change-order (ECO).

5. CONCLUSION

In this paper, we present an improved variable-latency design methodology including (1) a generic minimum-intrusion variable-latency VLSI design paradigm, (2) a signal probability-based approximate prediction logic construction method for minimum false positive mis-prediction rate at minimum cost, (3) an application-specific cross-layer analysis methodology. This methodology improves average performance at minimum area and energy consumption overhead because (1) a critical path typically has a tiny activation probability which is the probability for all its side inputs to have their respective non-controlling logic values, and (2) prediction of critical path activation requires a simple logic and an area that is linear to the number of inputs. Our experimental results based on an open source SPARC V8 processor LEON2 and the 45nm Nanogate open source cell library show that the proposed variable-latency design methodology in average reduces the expected logic computation latency by 26.80%(14.65%) at the average cost of 0.08%(3.4%) area and 0.4%(2.2%) energy consumption increase for the integer (floating point) unit with a clock cycle time between $1/97$ ns ($3/49$ ns) and $5/96$ ns ($13/74$ ns), while improvement in average latency for an automotive electronics-specific design is 41.8%. Our ongoing research targets integrating timing error prediction logic into the existing instruction pipeline stall logic for further performance improvement.
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